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Text sentiment analysis, also referred to as emotional polarity computation, has become a flourishing frontier
in the text mining community. This paper studies online forums hotspot detection and forecast using
sentiment analysis and text mining approaches. First, we create an algorithm to automatically analyze the
emotional polarity of a text and to obtain a value for each piece of text. Second, this algorithm is combined
with K-means clustering and support vector machine (SVM) to develop unsupervised text mining approach.
We use the proposed text mining approach to group the forums into various clusters, with the center of each
representing a hotspot forum within the current time span. The data sets used in our empirical studies are
acquired and formatted from Sina sports forums, which spans a range of 31 different topic forums and
220,053 posts. Experimental results demonstrate that SVM forecasting achieves highly consistent results
with K-means clustering. The top 10 hotspot forums listed by SVM forecasting resembles 80% of K-means
clustering results. Both SVM and K-means achieve the same results for the top 4 hotspot forums of the year.
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1. Introduction

In the Internet and information Age, online data usually grows in
an exponential explosive fashion. The majority of these web data is in
unstructured text format that is difficult to decipher automatically.
Other than static WebPages, unstructured or loosely formatted texts
often appears at a variety of tangible or intangible dynamic interacting
networks [2,4,16,34]. A variety of heterogeneous online communities,
societies and forums embody the interacting networks nowadays.
When faced with tremendous amounts of online information from
various online forums, information seekers usually find it very
difficult to yield accurate information that is useful to them. This
has motivated the research on identification of online forum hotspots,
where useful information are quickly exposed to those seekers. Our
research is to provide a comprehensive and timely description of the
interacting structural natural groupings of various forums, which will
dynamically enable efficient detection of hotspot forums, thus benefit
Internet social network members in the decision making process.

As efficient business intelligencemethods, datamining andmachine
learning provide alternative tools to dynamically process large amounts
of data availableonline. Anothermost recent technique called sentiment
analysis, also referred to as emotional polarity computation, has always
been simultaneously employed when conducting online text mining.
The purpose of text sentiment analysis is to determine the attitude of a
speaker or a writer with respect to some specific topic. The attitude can
be any forms of judgment or evaluation, the emotional state of the
author when writing, or the intended emotional communication. It is
recognized that the performance of sentiment classifiers are dependent
on domains or topics [22].

In this paper, online forums hotspot detection and forecast are
studied using sentiment analysis and text mining approaches. We
develop this approach in two stages: emotional polarity computation
and integrated sentiment analysis based on K-means clustering and
support vectormachine (SVM).The proposed unsupervised text mining
approach is used to group the forums into various clusters, with the
center of each representing a hotspot forum within the current time
span. Data are collected from Sina sports forums (webite: http://bbs.
sports.sina.com.cn/treeforum/App/list.php?bbsid=33&subid=0),
which include a range of 31 different topic forums and 220,053 posts.
Computation indicates that within the same time window, SVM
forecasting achieves highly consistent results with K-means clustering.

The rest of the paper is organized as follows. Section 2 discusses
related work of our study. Section 3 presents models andmethodology.
Empirical results and discussion are given in Section 4. Finally, Section 4
concludes the paper.

http://bbs.sports.sina.com.cn/treeforum/App/list.php?bbsid=33&subid=0
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2. Related work

This section investigates three streams of related work: dynamic
cluster analysis of online forums, sentiment analysis of web doc-
uments and web text mining using machine learning.
2.1. Dynamic cluster analysis of online forums

Online forums are usually related to each other due to two reasons.
First, strong commonalities are shared by forums with similar top-
ics or themes. For example, within an entertainment society, the
Academy Awards forum might be highly correlated to the Golden
Globes Award forum. Secondly, emerging events will trigger a
temporary correlation between certain forums. For example, the
movie “No Country for Old Men” won “Best Motion Picture of the
Year” in the 2008 Academy Awards, which rendered noticeable
connections between the corresponding forums during the Oscar
season. We aim to study the second inter-forum correlation and
propose a mathematical approach to dynamically capture, describe
and predict these time-varying correlations.

Extensive researchwork has been conducted upon various types of
interacting social networks such as dynamic networks upon indivi-
duals, industrial manufacturers, listed companies, and online virtual
communities [2,4,16,34,41–43]. One pioneer work from the Doctoral
Thesis of Asavathiratham at MIT in 1996 [2] created an influence
model as a tractable representation for the dynamics of networked
Markov chains. This work has been utilized by several scholars, e.g.,
[4], where tools are developed to automatically and unobtrusively
learn the social network structure that arises within a human group
based on wearable sensors. [34] chose 662 main ceramic manufac-
turers in Guangdong Foshan ceramic industry cluster to construct a
Competition Relationship Network (CRN) and proved that the
network defined by competition relationship is a highly clustered
scale-free network. Besides, correlated listed company network in
stock markets constitutes another important research area in both
academia and industry [42,43]. Regarding network dynamics of online
virtual societies and communities, [16] proposed a relationship
algebra used for various interesting computations on a social network
weaved in the virtual communities.

It is observed that limited work was done to depict timely
dynamics of online sports communities. Online sports forumswithin a
virtual society are the focus of our study, where machine learning is
used to dynamically depict the interacting structure and to cluster the
forums according to their emotional polarity.
2.2. Sentiment analysis of web documents

There are a variety of metrics to classify web documents, including
topics, structures, authors, time and so forth. Text classification based
on its emotional polarity has become a newly-emerged frontier
appealing to the web mining community. To illustrate how it works,
suppose you are considering a vacation in city C, you might use a
search engine online such as Google, and shoot the query “C”. It would
be handy to know what fraction of the matches Google returns
recommends C as a travel destination [18]. Incorporating sentiment
analysis into search engine and text retrieval technologies enables a
more efficient and functional service for users [45]. Sentiment analysis
has been utilized in applications such as news tracking and sum-
marizing, online forums, file sharing, chatting rooms, blogging etc.
Youtube introduced sentiment classification technology early this
year to categorize all its comments into “Poor” or “Good” [44].

As a promising research area, text sentiment analysis has been
extensively studied [1,3,26–28,33,35], where sentiment analysis is used
for text classification tasks [8,13,14,40]. Existing sentiment calculation
approaches fall into two types: machine learning based approach [3,33]
and semantic orientation based approach [1,26–28,33,35]. Languages
that have been studied include English [3,13,26–28], Chinese [33,35]
and Arabic [1]. Our research aims to further extend the application of
text sentiment analysis into cluster analysis for network dynamics of
online communities, preliminarily Chinese sports forums.

2.3. Web text mining using machine learning

To conduct clustering and forecasting of online forum hotspots, we
use two machine learning approaches: K-means and SVM. K-means
has been studied and applied in a wide range of domains, e.g.,
bioinformatics [10–12,39], information security [36], pattern recog-
nition [6,7,19], text classification [22]. In addition, various derivatives
of conventional K-means algorithm have been developed [5,9,31].
Based on statistical learning, SVM is able to overcome problems such
as over-fitting and local minimum to achieve high generalization
[21,29,30,37,38]. Application of SVM includes text classification [15],
image processing [24], and time series analysis [25,32]. In our study,
machine learning is the key bridge between emotional polarity data
and network dynamics. All the forums of Sina sports community form
our research targets, each one of which will be converted into a vector
representing its user attention within the current time window, in
forms of number of posts and average value of sentiment. Those
vectors acquired after feature extraction will be fed into the machine
learning models for both clustering and forecasting.
3. Models and methodology

Our approach is mainly composed of the following steps: data collection and cleansing, text sentiment calculation and marking, hotspot
detection based on K-means clustering and hotspot forecast based on SVM classification. Fig. 1 depicts the conceptual diagram of our approach,
where three modules are defined to integrating text sentiment calculation, K-means and SVM for analyzing forum hotspots.

Module 1 is to convert Chinese texts into value based data through text sentiment computation and analysis. In this module, a new key word
based approach is introduced to calculate the sentiment value for each piece of text by use of the commercial Java library developed by Lietu
Enterprise Search and the HowNet lexicons. Our approach will yield an integer value for each post, with the sign showing its emotional polarity
and the absolute value its emotional intensity.

Based on the sentimental values fromModule 1,Module 2 applies K-means into all the forumsof Sina sports community to calculate cluster values
in each period, i.e., t1, t2,…tT, where T is the length of time cycle under consideration. In our K-means module, there are five inputs: The number of
topic posts, the average number of responses of topic posts, the average text sentiment value of topic posts, the proportion of positive posts among all
the topic posts and the proportion of negative posts among all the topic posts. Hotspot forums are identified by K-means as those closest to the
theoretical centers of those clusters. This route generally follows previouswork [30,31]. Module 2 is SVM-based classificationmodule, which utilizes
forum performance-related data and yielded cluster values to train machine learning model and apply the trained machine learning model to new
forums for hotspot identification.K-means clustering results are fed into SVMmodel as the supervised learningoutputs. As canbe seen, our integrated
approach differs from existing sentiment calculationwork, which is either based onmachine learning [3,33] or semantic orientation [1,26–28,33,35].
In fact, we aggregate both semantic orientation andmachine learning tools and further extend the application of text sentiment analysis into cluster



Fig. 1. Conceptual diagram of our approach.
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analysis for network dynamics of online communities. This unique approach also combines the Lietu Enterprise Search Java library and the HowNet
lexicons, which are applied to a unique problem of Chinese sports forums detection and prediction.

3.1. Data collection

Before data crawling and cleansing process are initiated, a comprehensive view of the structure of Sina sports community is necessary. Online
Sina sports community exhibits a tree-like structure with root forums, branch forums and a nonseparable bottom layer of leaf forums. There are
in total 49 leaf forums for this community. Fig. 2 illustrates the tree-like structure of the Sina sports community, where the root node, red circle
node and yellow rectangular node represent the whole community, the first layer forums and the leaf forums respectively.

We proceed with the data crawling and cleansing process in the following four steps:

Step 1. Manually create table SINA_LEAFORUM_URLLIST
In this step, wemanually store the information for all the 49 forums into a table named SINA_LEAFORUM_URLLIST in the database, where their
names and URL links are contained.
Step 2. Create table SINA_FORUM_URL based on SINA_LEAFORUM_URLLIST
After the acquisition of the links for all the leaf forums, we parse the first pages of them in depth and generate a list of URLs of web pages that
contain all the topic posts and the comment posts. The list will be written into the SINA_FORUM_URL table in the database.
Step 3. Traverse the links in the SINA_FORUM_URL table and crawl down all the posts
This step is to traverse through all the links that are in the SINA_FORUM_URL table, to parse out all the topic and comment posts contained
on the corresponding web pages, and to store them into two tables of SINA_FORUM_TOPIC_POST and SINA_FORUM_COMMENT_POST.
Two parsing templates are designed in XML format to parse the posts, which are SinaSportForumReplyPostParseTemplate.xml and
SinaSportForumTopicPostParseTemplate.xml. Fig. 3 demonstrates the crawling procedure and the structures of the relational tables and the
XML templates, where the green highlighted item in the tables are the primary keys.



Fig. 2. The tree-like structure of Sina sports community.
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Step 4. Data cleansing
When the crawling process is accomplished, data cleansing process is applied to the downloaded post sets. In this phase, wemanually remove
noise data and irrelevant data. Noise data include forums with strange picture/video postings that are not clearly shown online. Irrelevant
data are from forums where there are not enough postings or posting contents that are not related to the forum topics at all. After removing
noisy data and outliers, the set of leaf forums is narrowed down to 31, with a time span of 52 time windows across the year of 2007 and each
time window is of a week length.

3.2. Text sentiment computation of forum posts

In this section, semantic orientation based approach will be developed using a new algorithm by adding up the sentiment values for all key
words to achieve the sentiment value for the whole article. Text sentiment analysis is aimed at calculating an integer value for each piece of text,
the absolute value of which represents the influential power and the sign of which denotes its emotional polarity.

Suppose the current post is p, since it is written in Chinese, we first utilize computer-based automatic word segmentation tool to decompose p
into an array of key words {w1, w2, w3, …, wn}, where there are n of them in total. Each key word wi(i=1,2,3,…,n) will be assigned a sentiment
Fig. 3. Parsing links in table SINA_FORUM_URL to generate tables SINA_FORUM_TOPIC_POST and SINA_FORUM_COMMENT_POST.



Fig. 4. Calculation of the sentiment value v for key word w based on word lists derived from HowNet.
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value vi by our proposed algorithm, while the sentiment value for p is the sum of the sentiment values for all the key words. Let Vp denote the
sentiment value for p and we have

Vp = ∑
n

i=1
vi: ð1Þ

Calculation of the sentiment value array {v1, v2, v3,…, vn} is based on key words comparison andmatching. In order to calculate the sentiment
value for each key word contained in p, a comprehensive Chinese dictionary consisting of a complete list of sentiment-labeled words and phrases
is entailed. In our work, the beta version of Chinese word sets with sentiment labels released by HowNet1 on October 22, 2007 is utilized, and
fromwhich we derive eight word lists in Chinese. These eight lists are: positive Chinese words (POSITIVE), negative Chinese words (NEGATIVE),
Chinese privatives (PRIVATIVE) and five lists of Chinese modifiers, with different emotional intensities. These five modifier lists are named as
MODIFIERi (i=1,2,3,4,5), each of which is assigned a value WEIGHTi (i=1,2,3,4,5) denoting its sentimental intensity. The procedure of the
calculation for the sentiment value of a key word is described in Fig. 4.
1 http://www.keenage.com/html/e_index.html.

http://www.keenage.com/html/e_index.html
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3.3. Hotspot detection using K-means clustering

As aforementioned, the 31 selected leaf forums will undergo feature extraction process. Each forum can be treated as a data point in a vector
space. K-means clustering is applied to these 31 data points to obtain a cluster natural groupings description for all time windows in the year
2007. Again, each time window has a length of a week.

Suppose that the current time window is Wi and the 31 leaf forums are denoted as {F1, F2, F3,…, F31}. During the feature extraction process,
we use a vector Vi(j) to represent the emotional polarity or quantification of user attention of any forum Fj(j=1,2,3…,31) within the time span
Wi. The data set used as the input of the K-means clustering in Wi is denoted as {Vi(1), Vi(2), Vi(3),…,Vi(31)}, which will be clustered into
k groups. Vi(j) is composed of five elements: the number of the topic posts in Fj within Wi, the average number of responses of topic posts, the
average sentiment value of topic posts, the fraction of positive posts among all the topic posts, and the fraction of negative posts among all the
topic posts. We denote these five elements by NUMi(j),

P
RESPONSEiðjÞ,PSENTIMENT iðjÞ, POS_PERCi(j) and NEG_PERCi(j). Mathematically, we can

express Vi(j) as:

ViðjÞ =

NUMiðjÞ
P
RESPONSEiðjÞ
P
SENTIMENT iðjÞ
POS PERCiðjÞ
NEG PERCiðjÞ

0
BBBBBBBBBB@

1
CCCCCCCCCCA

: ð2Þ

Eq. (2) displays the structure of the representation vector for leaf forums after feature extraction. The transformed vectors are used as the
inputs to K-means model. For each Wi, with a given k, a clustering view of all the 31 leaf forums is obtained by the K-means algorithm, with a
center forum for each cluster. The hotspot forums are those closest to the theoretical centers of the clusters. For each time window, the clustering
result by K-means is presented in a vector containing 31 elements, and each of which is an integer value of either 1 or 0, with 1 denoting a hotspot
while 0 a non-hotspot.

3.4. Hotspot detection using SVM

Apart from K-means clustering, SVM is utilized in this section to realize hotspot forecasting. SVM forecasts the clustering view of the leaf
forums in a sliding time window manner, whose results will be compared to those from K-means.

A sliding time window that goes through the whole experiment time span distinguishes the SVM-based approach from the K-means-based
one. In order to forecast the hotspot distribution within the current time window, we fed into the SVMmodel with the historical data we obtain
from the last time window. As for the output of the SVM, which serves as the supervised learning tool in our work, the clustering result by the
K-means approach within the current time window is used. A well-trained SVM is utilized to carry out prediction for the next time window,
by inputting the data obtained from the current one. Suppose there are T time windows, {W1, W2, W3,…,WT}, and the current one is Wi. If a
forecast for Wi+1 is expected, we first train a SVM by inputting forums' representation vectors of Wi−1 and setting the output as the
clustering result for Wi by K-means. Then the trained SVM generates classification outputs for data of Wi. Finally, SVM result is compared to
the K-means clustering result for data of Wi+1.

For each SVM, the input is a matrix containing 31 leaf forums' representation vectors, and the output is a vector containing 31 integer values
either 1 or 0 with 1 representing a hotspot and 0 a non-hotspot. Each training and testing sample corresponds to a leaf forum. Computation based
on SVM involves both the training process and test process. In the training process, we use a matrix tuple b I, ON, where I and O denotes input and
output training sample data to SVM. Mathematically, we have

I =

Vi�1ð1Þ
Vi�1ð2Þ
…

Vi�1ðjÞ
…

Vi�1ð31Þ

0
BBBBBBBBB@

1
CCCCCCCCCA

=

NUMi�1ð1Þ;PRESPONSEi−1ð1Þ;PSENTIMENT i�1ð1Þ; POS PERC
i�1ð1Þ;NEG PERC

i�1ð1Þ
NUMi�1ð2Þ;PRESPONSEi�1ð2Þ;PSENTIMENT i�1ð2Þ; POS PERC

i�1ð2Þ;NEG PERC
i�1ð2Þ

…

NUMi�1ðjÞ;PRESPONSEi�1ðjÞ;PSENTIMENT i�1ðjÞ; POS PERC
i�1ðjÞ;NEG PERC

i�1ðjÞ
…

NUMi�1ð31Þ;PRESPONSEi�1ð31Þ;PSENTIMENT i�1ð31Þ; POS PERC
i�1ð31Þ;NEG PERC

i�1ð31Þ

0
BBBBBBBBBBBB@

1
CCCCCCCCCCCCA

ð3Þ

and

O =

Lið1Þ
Lið2Þ
…

LiðjÞ
…

Lið31Þ

0
BBBBBBBB@

1
CCCCCCCCA
; ð4Þ
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where Li(j) in O denotes the clustering result for Fj inWi by K-means. If Li(j)=1, K-means labels Fj is a hotspot, while if Li(j)=0 K-means labels Fj
is a non-hotspot. Similarly, letb I′, O′Ndenote the input and output matrix of SVM in the test process and we have

I ′ =

Við1Þ
Við2Þ
…

ViðjÞ
…

Við31Þ

0
BBBBBBBB@

1
CCCCCCCCA

=

NUMið1Þ;PRESPONSEið1Þ;PSENTIMENT ið1Þ; POS PERC
ið1Þ;NEG PERC

ið1Þ
NUMið2Þ;PRESPONSEið2Þ;PSENTIMENT ið2Þ; POS PERC

ið2Þ;NEG PERC
ið2Þ

…

NUMiðjÞ;PRESPONSEiðjÞ;PSENTIMENT iðjÞ; POS PERCiðjÞ;NEG PERCiðjÞ
…

NUMið31Þ;PRESPONSEið31Þ;PSENTIMENT ið31Þ; POS PERC
ið31Þ;NEG PERC

ið31Þ

0
BBBBBBBBBBBB@

1
CCCCCCCCCCCCA

ð5Þ

and

O′ =

Li + 1ð1Þ′
Li + 1ð2Þ′
…

Li + 1ðjÞ′
…

Li + 1ð31Þ′

0
BBBBBBBB@

1
CCCCCCCCA
; ð6Þ

where Li+1(j)′ in O′ represents the binary classification result for Fj in Wi by SVM. If Li+1(j)′=1, SVM classifies Fj as a hotspot, while Fj is
classified as non-hotspot if Li+1(j)′=0. Comparative study is carried out between O′ and the clustering result by K-means in Wi+1.
2 http://www.lietu.com/demo/index.htm.
3 The original language for all the forum names is Chinese.
4 http://www.keenage.com/html/e_index.html.
4. Empirical results and discussion

4.1. Data preparation

The data preparation for the empirical studies primarily includes
three tasks: data downloading, data cleansing and data statistics. The
data sets used in our experiments are crawled down and compiled
from the Internet by an automatic crawling Java program, which
consists of two major modules: the target URL list generating module
and the HTML page parsing module. We choose to conduct our
experiments on Sina sports community because this is the most
popular and prestigious online sports community in China. The
aforementioned crawler crawled down a complete set of posts in the
form of both topics and responses from Sina sports community. This
was done within the time span from the time this community was
founded until February 2008. The data view before any cleansing and
filtering process is demonstrated in Table 1.

When the crawling is done, noticeable inconsistency and noise of
post data entail cleansing and filtering process. A common time span T
is expected, in which the vast majority of the forums have sufficient
data distribution. The cleansing process includes the following six
steps.

Step 1. Segment the continuous time line for data into time
windows.
Step 2. Determine the optimal value for T.
Step 3. Get a subset F of the 49 forums which have dense data
distribution within T.
Step 4. Generate a new post set P that falls within the range
defined by both T and F.
Step 5. Calculate the text sentiment for all the posts in P.
Step 6. Create the new view for cleansed data sets.

The data view after cleansing and filtering phase is also dem-
onstrated in Table 1, where 200701 and 200752 stand for the 1st and
52nd week of the year 2007. The reason that the size of data increases
after cleansing is that the results of word segmentation are written
back to the database. Because the posts to be analyzed are written in
Chinese, word segmentation constitutes a significant prerequisite step
in text sentiment computation. The word segmentation software tool
used in our experiment is the commercial Java library developed by
Lietu Enterprise Search2. It is demonstrated in Table 1, wherewe show
a whole experiment time span from the first week of 2007 till the last
week of 2007. 31 out of the 49 leaf forums are selected as the final set
of leaf forums under study. Only topic posts are taken into
consideration during the preliminary experiment.

We also calculate aggregated statistics in order to get a preliminary
intuitive view for user attention of the selected 31 forums within the
year 2007. Table 2 shows the average number of topic posts and the
average number of responses for the 31 forums spanning across the
52 time windows of the year 20073. According to the number of topic
posts, the most popular forums among users include “Basketball—Yao
Ming”, Soccer Tycoons—AC Milan”, “Basketball—NBA”, “Soccer
Tycoons—Milan International”, etc. The most popular forums based
on the average response number include “Soccer Tycoons—Real
Madrid”, “Soccer Tycoons—Juventas”, “Soccer Tycoons—Milan Inter-
national”, “Soccer Tycoons—FC Barcelona”, etc.
4.2. Text sentiment calculation for topic posts using HowNet dictionaries

As previously mentioned, text sentiment computation is a key step
in our empirical studies. We use the Chinese lexicons resourced from
HowNet,4 an online common-sense knowledge base unveiling inter-
conceptual relations and inter-attribute relations of concepts as
connoting in lexicons of the Chinese and their English equivalents,
to form up eight key word lists. Results are described in Table 3. These
eight lists correspond to those introduced in Section 3.

Based on the algorithm depicted in Section 3, we conduct
sentiment calculation for the 220,053 posts by the eight word lists in
Table 3. Since the posts to be analyzed are written in Chinese, word
segmentation constitutes a significant prerequisite step in text
sentiment computation. The word segmentation software tool used
in our experiment is the commercial Java library developed by Lietu
Enterprise Search. The Lietu tool not only converts the text into an
array of words, but also tags each of the words with its part of
speech.

http://www.lietu.com/demo/index.htm
http://www.keenage.com/html/e_index.html


Table 1
The data view of collected post data from Sina sports community.

Post type Number of posts Size of data/KB Starting time Ending time Number of forums

Before data cleansing Topic post 510,218 616,640 1999-03-08 11:13:20 2008-01-02 00:22:29 49
Comment post 5,565,216 1,978,632 2003-08-01 22:33:52 2008-02-16 14:36:25 49

After data cleansing Topic posts 220,053 1,210,112 2007-01-01 00:00:48 2007-12-31 23:59:59 31
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4.3. Computation using K-means clustering

In this section, we conduct K-means clustering among the 31
selected leaf forums for each time window in 2007, based on their
emotional polarity. Text sentiment analysis is employed to calculate the
emotional polarities for all the posts. We will use K-means to achieve a
clustering view for all the 31 forums within each timewindow over the
year 2007, which generates in total 52 clustering results. One deficiency
of K-means is that a predetermined value of k is required. To overcome
this drawback, K-means cluster analysis is conducted for a set of k values
ranged from 5 to 20. The forums yielding the smallest Euclidean
distances to the centers of clusters are considered as hotspot forums
within the current time window. Multiple metrics are employed to
analyze the clustering results from a wider spectrum of perspectives.

We will examine the clustering results by K-means from the
following two perspectives. First, we present the clustering natural
groupings for each time window. Second, we show the results on a
forum basis by presenting the emotional polarity each forum gets over
the year 2007.

4.3.1. Clustering results shown on a time window basis
Table 4 demonstrates part of the clustering results by K-means in

the year 2007, when k is set from 5 to 7. As before, “200701” stands for
Table 2
Post data statistics upon selected 31 forums of Sina sports community over the year
2007.

Forum
ID

Forum name Average #
of posts

Average # of
Responses

1 Chinese Soccer—Care About Chinese Football 120 4.65336
2 Sports shoes 365 16.36289
3 Soccer Tycoons—Arsenal 59 13.97825
4 Soccer Tycoons—Juventas 213 28.2192
5 Basketball—Guangzhou Hongyuan 17 7.041931
6 International Soccer—Spanish Football League 22 11.2351
7 Soccer Tycoons—Liverpool 48 7.64624
8 Sports Saloon—Billiard 17 6.819567
9 Basketball—Chinese Basketball Association 67 15.03061
10 Sports Saloon—Tennis 21 9.869563
11 International Soccer—Italian Football League 41 14.39272
12 Soccer Tycoons—Chelsea 127 15.26819
13 The Game of Go 17 12.62573
14 Chinese Soccer—Dalian Shide 23 10.97456
15 International Soccer—German Football League 5 8.454958
16 Soccer Tycoons—AC Milan 474 19.30753
17 International Soccer—English Football League 47 10.31931
18 Chinese Soccer—Shandong Luneng 192 10.8492
19 Outdoor activities 21 1.878042
20 Soccer Tycoons—Milan International 375 27.68831
21 Football lottery 198 4.880246
22 Soccer Tycoons—Manchester United 189 22.66756
23 Basketball—NBA 456 16.47136
24 Basketball—Yao Ming 603 18.24459
25 Soccer Tycoons—A.S. Roma 46 10.11552
26 Sports Saloon—Table Tennis 14 11.62929
27 Soccer Tycoons—FC Barcelona 61 23.70714
28 Volleyball 145 10.55084
29 Soccer Tycoons—Real Madrid 100 40.08629
30 Soccer Tycoons—Bayern Munchen 16 7.178974
31 Chinese Soccer—China Super League of

Football
120 6.833243

Note: the “—” in a forumname separates the leaf forumname from the root forumname.
the first time window of 2007. The forums listed in the table are those
closest to the theoretical cluster centers and denote the hotspot
forums selected by K-means. The naming rules for those forums are
the same as in Table 2.

4.3.2. Clustering results shown on a forum basis
In addition to observing hotspot distribution on a timely basis, we

further inspect the hotspot distribution among forums, i.e. which
forums tend to get more user attention over the year than the others.
We propose a method to measure the degree Hj to which the forum Fj
gets attention, which counts the number of times Fj is considered as a
hotspot, over all the 52 time windows as well as over all the values of
k. Usually a larger value of Hj indicates a higher popularity for Fj in
year 2007. Fig. 5 is a visualization of the hotspot distribution of the 31
forums in the year 2007 achieved by K-means clustering, with the
vertical axis showing their degree values and a higher value of the
degree implying a higher user attention.

As shown by Fig. 5, the hotspot degree values for forums span from
226 to 469. Based on the statistics visualized in Fig. 5, we list in Table 5
the top 10most popular forums in Sina sports community by K-means
clustering over the year 2007.

It is observed that the hot forum set determined by K-means
clustering is highly consistent with the set obtained in Section 4.1
after intuitive statistics is calculated. The most popular sports topics
among Chinese users include basketball, soccer etc. Forums such as
Basketball—Yao Ming, Soccer Tycoons—AC Milan, Soccer Tycoons—
Chelsea are substantiated to be hotspot forums over the year 2007 by
both approaches. Therefore, our approach incorporating K-means
clustering and text sentiment analysis is sufficient to provide helpful
information for users to get a goodmastery of the hotspot ranking and
distribution of Sina sports community.

4.4. Computation using SVM classification

During this phase of experiment, we apply SVM-based binary
classification to forecast the hotspot distribution among the selected
31 forums of Sina sports community. The analysis is similar to
Section 4.3. SVM-based approach forecasts the clustering natural
groupings for the future time window by using the data from the past
time window. SVM achieves a clustering result by classifying each
forum as either hotspot forum or non-hotspot forum, thus converting
the clustering task into a binary classification task.
Table 3
Eight Chinese key word lists based on HowNet online knowledge base.

Created Chinese
key word lists

Description

POSITIVE 4566 Chinese words with positive sentimental polarity
NEGATIVE 4370 Chinese words with negative sentimental polarity
PRIVATIVE 14 Chinese privatives, manually collected

The following are five lists of Chinese modifiers, with a decrement in their
intensities

MODIFIER1 85 modifiers, with a weight value 10
MODIFIER2 42 modifiers, with a weight value 8
MODIFIER3 37 modifiers, with a weight value 6
MODIFIER4 29 modifiers, with a weight value 4
MODIFIER5 12 modifiers, with a weight value 2



Table 4
Clustering results by K-means for the three time windows.

Time window k=5 k=6 k=7

200701 1. Soccer Tycoons—Juventas 1. Soccer Tycoons—Liverpool 1. Sports shoes
2. Basketball—Guangzhou Hongyuan 2. Chinese Soccer—Care About Chinese Football 2. Soccer Tycoons—Juventas
3. Outdoor activities 3. Sports Saloon—Tennis 3. Sports Saloon—Tennis
4. Soccer Tycoons—Milan International 4. The Game of Go 4. International Soccer—Italian Football League
5. Basketball—Yao Ming 5. Chinese Soccer—Shandong Luneng 5. The Game of Go

6. Basketball—Yao Ming 6. International Soccer—English Football League
7. Basketball—Yao Ming

200702 1. Sports shoes 1. Sports shoes 1. Sports shoes
2. Soccer Tycoons—Liverpool 2. International Soccer—Italian Football League 2. International Soccer—German Football League
3. Soccer Tycoons—Chelsea 3. Chinese Soccer—Shandong Luneng 3. Chinese Soccer—Shandong Luneng
4. International Soccer—English Football League 4. Outdoor activities 4. Outdoor activities
5. Chinese Soccer—Shandong Luneng 5. Basketball—Yao Ming 5. Soccer Tycoons—Milan International

6. Chinese Soccer—China Super League of Football 6. Basketball—Yao Ming
7. Chinese Soccer—China Super League of Football

200703 1. Sports shoes 1. Sports shoes 1. Soccer Tycoons—Juventas
2. Soccer Tycoons—Chelsea 2. Soccer Tycoons—Chelsea 2. International Soccer—Spanish Football League
3. Soccer Tycoons—Manchester United 3. The Game of Go 3. Sports Saloon—Billiard
4. Soccer Tycoons—FC Barcelona 4. Chinese Soccer—Dalian Shide 4. Soccer Tycoons—Milan International
5. Chinese Soccer—China Super League of Football 5. Soccer Tycoons—Manchester United 5. Soccer Tycoons—Manchester United

6. Soccer Tycoons—FC Barcelona 6. Basketball—Yao Ming
7. Chinese Soccer—China Super League of Football

Fig. 5. The hotspot distribution of the 31 leaf forums using K-means.

Table 5
Top 10 popular forums in 2007 Sina sports community by K-means.

Forum ID Forum name Hotspot degree

24 Basketball—Yao Ming 469
23 Basketball—NBA 432
20 Soccer Tycoons—Milan International 408
16 Soccer Tycoons—AC Milan 401
28 Volleyball 395
29 Soccer Tycoons—Real Madrid 389
12 Soccer Tycoons—Chelsea 380
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As mentioned previously, each training and forecasting cycle of
SVM classification strides over three time windows, rendering a total
time span for the SVM forecasting starting from the third week of
2007 till the last week of 2007. For each time window, the forecasting
result achieved by SVM is compared to that by K-means in the next
section. The SVM tool used in this experiment is the open source
LIBSVM library5 written in Java [20,23].

Similar to Section 4.3, we examine the forecasting results by SVM
from two perspectives: a time window basis forecasting and a forum
basis forecasting. Table 6 demonstrates part of the forecasting results
for three timewindows in the year 2007. The forums listed in the table
are those forecasted as the hotspot forums by SVM. The k value in the
first row is a parameter of the K-means method, which is used to
enable supervised learning for SVM training. Note that there exists
disparity between the k value of K-means clustering and the actual
number of hotspots that are labeled by SVM.
5 http://www.csie.ntu.edu.tw/~cjlin/libsvm/.
Similar forum-based analysis to Section 4.3 is employed here to
acquire a view from a forum perspective. The hotspot degree value is
defined the same as before. Fig. 6 shows the hotspot distribution of the
31 forums in the year 2007 achieved by SVM forecasting, with the
4 Soccer Tycoons—Juventas 367
18 Chinese Soccer—Shandong Luneng 366
22 Soccer Tycoons—Manchester United 356

http://www.csie.ntu.edu.tw/~cjlin/libsvm/


Table 6
Forecasting results by SVM for the 27th till the 29th time window of the year 2007.

Time Window k=7 k=8 k=9

200727 1. Sports shoes 1. Soccer Tycoons—Juventas 1. Soccer Tycoons—AC Milan
2. Basketball—Chinese Basketball Association 2. Soccer Tycoons—Liverpool 2. International Soccer—English Football League

3. Sports Saloon—Tennis 3. Basketball—NBA
4. Soccer Tycoons—Chelsea 4. Basketball—Yao Ming
5. The Game of Go
6. Soccer Tycoons—AC Milan
7. International Soccer—English Football League
8. Soccer Tycoons—Milan International
9. Soccer Tycoons—Manchester United
10. Basketball—Yao Ming
11. Soccer Tycoons—Bayern Munchen

200728 1. Soccer Tycoons—AC Milan 1. Soccer Tycoons—AC Milan 1. Soccer Tycoons—AC Milan
2. Basketball—NBA 2. Soccer Tycoons—Milan International 2. Basketball—NBA
3. Basketball—Yao Ming 3. Basketball—NBA 3. Basketball—Yao Ming

4. Basketball—Yao Ming
200729 1. International Soccer—Spanish Football League 1. Chinese Soccer—Care About Chinese Football 1. Chinese Soccer—Care About Chinese Football

2. Basketball—NBA 2. Soccer Tycoons—Arsenal 2. Soccer Tycoons—Liverpool
3. Soccer Tycoons—Bayern Munchen 3. International Soccer—Spanish Football League 3. Chinese Soccer—Dalian Shide

4. International Soccer—English Football League 4. International Soccer—German Football League
5. Soccer Tycoons—Manchester United 5. Football lottery
6. Soccer Tycoons—Bayern Munchen 6. Sports Saloon—Table Tennis

7. Soccer Tycoons—Bayern Munchen
8. Chinese Soccer—China Super League of Football
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vertical axis showing their degree values. Again, a higher value of the
degree implies a higher user attention.

As shown by Fig. 6, the hotspot degree values for forums span from
224 to 441. Based on the statistics visualized in Fig. 6, we list in Table 7
the top 10 most popular forums in Sina sports community by SVM
forecasting over the year 2007. The results shown in this section
further present a noticeable consistency with the results achieved by
K-means clustering. It is clearly demonstrated, by both Table 5 and
Table 7, that the two lists of top 10 most popular forums resemble
each other to as much as 80%. On top of this, K-means and SVM
provide the same results for the top 4most popular forums in the year
2007, which are Basketball—Yao Ming, Basketball—NBA, Soccer
Tycoons—Milan International and Soccer Tycoons—AC Milan. There-
fore, a strong connection between text sentiment and hotspot
distribution for online sports forums is confirmed by both techniques.
This has verified the feasibility of detecting and forecasting hotspot
forums with the aid of text sentiment analysis. Besides, SVM-based
Fig. 6. The hotspot distribution of the 31
approach realizes a forecast for the next timewindow. Finally, in order
to see a detailed SVM computation, we depict in Fig. 7 the distribution
of hotspots with respect to time. In Fig. 7, the X and Y axis represent
respective weeks in the total time horizon and corresponding hotspot
forums identified by SVM. Note that a k value of 8 is used in K-means
model. Fig. 7 generates the same result as in Table 6. Both Table 6 and
Fig. 7 suggest during the 27th, 28th and 29th week, the number of
hotspot forums identified by SVM is 11, 4 and 6 respectively.

4.5. Comparative Study between K-means and SVM

This section carries out a formal comparative study between K-
means and SVM to validate model consistency using five widely used
metrics: accuracy, sensitivity, specificity, positive predictive value
(PPV) and negative predictive value (NPV) [17]. For a certain value of
k, a comparative study is exerted for each one of the 50 time win-
dows in 2007, which are the 50 time windows in the SVM-based
leaf forums in 2007 based on SVM.



Table 7
The top 10 most popular forums in Sina sports community by SVM forecasting over the
year 2007.

Forum ID Forum name Hotspot degree value

24 Basketball—Yao Ming 441
23 Basketball—NBA 363
20 Soccer Tycoons—Milan International 361
16 Soccer Tycoons—AC Milan 358
28 Sports shoes 323
29 Chinese Soccer—Shandong Luneng 302
12 Soccer Tycoons—Manchester United 298
4 Soccer Tycoons—Juventas 293

18 International Soccer—German Football League 287
22 Soccer Tycoons—Real Madrid 285
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experiment. Each time window corresponds to a set of these five
metrics, which are defined as follows.

Definition 1. Accuracy:

Accuracy =
TP + TN

TP + TN + FP + FN
; ð7Þ

where TP denotes the number of forums that are estimated by both K-
means and SVM as hotspots; TN denotes the number of forums that
are estimated by both K-means and SVM as hotspots; FP denotes the
number of forums that are estimated by SVM as hotspots whereas
non-hotspots by K-means; FN denotes the number of forums that are
estimated by SVM as non-hotspots whereas hotspots by K-means.
Accuracy shows the fraction of forums that are classified into the same
category by both K-means and SVM among all the forums.
Fig. 7. Distribution of hotspo
Definition 2. Sensitivity

Sensitivity =
TP

TP + FN
: ð8Þ

Sensitivity shows the fraction of forums which are classified by
SVM as hotspots among all forums that are labeled by K-means as
hotspots.

Definition 3. Specificity

Specificity =
TN

TN + FP
: ð9Þ

Specificity shows the fraction of forumswhich are classified by SVM as
non-hotspots among all forums that are labeled by K-means as non-
hotspots.

Definition 4. PPV

PPV =
TP

TP + FP
: ð10Þ

PPV shows the fraction of forums which are labeled by K-means as
hotspots among all the forums that are classified by SVM as hotspots.

Definition 5. NPV

NPV =
TN

TN + FN
: ð11Þ

NPV shows the fraction of forums which are labeled by K-means as
non-hotspots among all the forums that are classified by SVM as non-
hotspots.
ts with respect to time.



Fig. 8. The movements of average accuracy over different k values in the year 2007.
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Using Formulae (7)–(11), we calculate the five metrics over dif-
ferent k values ranged from 5 to 20. To get a better visualization of the
movements of the five metrics over different k values, we depict five
metrics from Figs. 8–12. These figures visualize the movements of the
average values of the five metrics over different k values.

It is clearly indicated through Figs. 8–Fig. 12 that, four measure-
ments are monotonic functions of k except average accuracy. Fig. 8
suggests that our method is generally sufficient to achieve a satisfying
result for accuracy, especially when k is set to a rather small value.
During the subsequent experiments, larger values of k (from 20 to 25)
are employed, and it is proved that average accuracy increases with k
when k has reached a certain value. Therefore, the assumption of
facilitating hotspot detection and prediction by machine learning
techniques and sentiment analysis is justified. The rest of the four
metrics provide evaluation from four other perspectives. Sensitivity is
a critical evaluation measurement, which denotes the fraction of
forums which are classified by SVM as hotspots among all forums that
are labeled by K-means as hotspots. It is visualized in Fig. 9 that the
Fig. 9. The movements of average sensitivity
average sensitivity for all time windows displays a monotonic in-
crement over different k values, which is reasonable considering that
a larger possibility is enabled for consistency when k is designated a
relatively larger value. The fact that when k is larger than 17, a good
result is obtained on a sensitivity level proves that under this setting,
our SVM-based method is sufficient in capturing the majority
hotspots, which are approved by K-means, for the immediate future.
PPV constitutes another important measurement in our experiment,
which denotes the fraction of forums labeled by K-means as hotspots
among all the forums classified by SVM as hotspots. It is shown that
when k is set smaller than 13, a good result is achieved on a PPV level,
which indicates that the SVM forecasting results are more reliable
when k is relatively small.

5. Conclusions and discussions

We have developed an algorithm to automatically analyze the
emotional polarity of a text, based on which a value for each piece
over different k values in the year 2007.



Fig. 10. The movements of average specificity over different k values in the year 2007.
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of text is obtained. The absolute value of the text represents the
influential power and the sign of the text denotes its emotional
polarity. This algorithm is combined with K-means clustering and
SVM classification to develop integrated approach for online sports
forums cluster analysis. We apply unsupervised clustering algorithm
to group the forums into various clusters, with the center of each
cluster representing a hotspot forum within the current time span.
In addition to clustering the forums based on data from the current
time window, we also conduct forecast for the next time window.
Empirical studies present strong proof of the existence of correlations
between post text sentiment and hotspot distribution. Computation
indicates both SVM and K-means produce consistent natural group-
ings results.

Companies, as information seekers can benefit from our hotspot
predicting approaches in several ways. For example, marketing
objectives at the marketing department of big retail stores such as
Walmart should follow the same rules as the sales objectives, and be
measurable, quantifiable, and time specific. However, in practice cus-
tomers' behavior are always hard to be explored and captured. Using
Fig. 11. The movements of average PPV ov
our hotspot predicting approaches can help the marketing depart-
ment understand what their specific customers' timely concerns
regarding goods and services information. Results generated from our
approach can be also combined to market basket analysis to yield
comprehensive decision support information.

A firm in financial sector or the financial department of a giant
companymay profit from such a sentimental and text mining process.
In financial market, right before a security market opens and trading
begins, analysts people on sales and trading desks usually try to get an
overall fix on market sentiment and for particular investments. To get
a feel for what will take place, decision makers used to make phone
calls to trusted contacts, browse through news, morning reports and
use other more quantitative tools. Our hotspot based semantic engine
can aggregate the content in the forum and media feeds to determine
whether stories on a particular company are positive, negative or
neutral, and then generate simple data displays and charts that enable
one to get a grasp on likely market sentiment for a company's security
very quickly [17].Further work can be done based on this research.
First, predicting hotspot using past data may not be accurate since
er different k values in the year 2007.



Fig. 12. The movements of average NPV over different k values in the year 2007.
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many of the hotspots are emergent events that has no correlationwith
past hotspot history. Therefore, algorithm design can be improved to
treat this problem and yield a more accurate calculation of sentiment.
Regarding supervised learning, algorithms other than SVM, or var-
iations of SVM, can be incorporated as well. Second, we can in-
corporate topic extraction. It is very natural to pop the question what
event or topic triggered the user attention after a hotspot is detected.
Currently our model is not able to provide analysis in this aspect,
which entails a thorough exploration of topic extraction for hotspots
in the future. Third, a practical system, in the form of a website portal,
is desired as our major future work. The system is expected to possess
the following functions.

a) Users are able to observe the hotspot forum distribution and its
natural groupings by inputting a time span.

b) Users are able to forecast the hotspot forum distribution and its
natural groupings for the immediate future time windows.

c) Users are able to choose the ways hotspot detection results are
visualized.

d) Users are able to choose among different clustering or forecasting
algorithms.

e) Users are able to further inspect the posts and their sentiments for
any detected hotspot forum.

f) Users are able to extract the topics of hotspot forums based on
their posts.

g) Users are able to calculate the sentiment value for any post they
choose.
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